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ABSTRACT
In this paper we propose a multimodal method called MM-
ToC for automatically creating a table of content for educa-
tional videos. MMToC defines and quantifies word saliency
for visual words extracted from the slides and spoken words
obtained from the speech transcript. The saliency scores
from these two modalities are combined to obtain a ranked
list of salient words. These ranked words along with their
saliency scores are used to formulate a topic segmentation
cost function. The cost function is optimized using a dy-
namic program framework to obtain the topic segments of
the video. These segments are labelled with their corre-
sponding topic names for creating the table of content. We
perform experiments on 24 hours of lectures spread across
23 videos ranging over 20-75 minutes duration each. We
compare the proposed method with LDA-based video seg-
mentation approaches and show that the proposed MMToC
method is significantly better (F-score improvement of 0.19
and 0.24 on two datasets). We also perform a user study
to demonstrate the effectiveness of MMToC for navigating
educational videos.

Categories and Subject Descriptors
I.7.3 [Computing Methodologies]: Document and Text
Processing—Index Generation; I.4 [Computing Method-
ologies]: Image Processing and Computer Vision

Keywords
Multimodal; table of content; educational videos; visual saliency;
text saliency; temporal segmentation; dynamic program

1. INTRODUCTION
Online courses and Open Educational Resources (OER)

have emerged as one of the most popular modes of learning
in the recent years. Many top-ranked universities and edu-
cational technology companies are making numerous video
lectures available online for free of cost. As the amount
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of online educational content increases (tens of thousands of
hours of video currently), it is important to develop methods
for efficient consumption of this multimedia content. Devel-
oping methods for summarization [7, 17], navigation [35] and
topic transition [15, 23, 24, 25], for educational videos are
now active areas of research.

One of the most challenging research area is to automati-
cally segment an educational video into relevant topics and
label each segment with the corresponding topic. Such la-
belled partitioning of videos can help students to efficiently
navigate to the required segments in the videos. For exam-
ple, in a 1 hour long lecture video on support vector ma-
chine (SVM), a professor might cover the definition of ver-
sion space, motivation for SVM, primal formulation, dual
formulation, support vectors and perhaps end the lecture
with kernel formulation. When a student is going through
this lecture before an assessment, s/he might only be in-
terested in the dual formulation of SVM, which s/he might
have found hard to comprehend earlier. It might be very te-
dious to find out the part where dual formulation had been
discussed. In such a situation the student would typically
‘guesstimate’ the location with multiple back and forth nav-
igations of the video. [Indeed, in a large-scale study on the
EdX platform, authors in [12] found that certificate earning
students, on an average, spend only about 4.4 minutes on
a 12-15 minute-long video and skip about 22% of the con-
tent.] If the lecture video can be accompanied by a table
of content (like the ones used in textbooks), which contains
the beginning times of different topic segments in the video
along with the topic labels, that will help the student to
quickly navigate to the topic of interest. This could also
help instructors who are browsing through a collection of
videos to decide which videos are relevant for students.

A human expert can manually go through each lecture
video and can create a table of content. However as the
amount of online video lectures increase in the next few
years, manually creating table of contents for all of them
will be an impossible task. The goal of this work is to au-
tomatically segment an educational video into topics and
creating a table of content for the video. Demarcating these
topic segments is straightforward in written documents as
the authors tend to create table of contents or sections and
subsections. But no such facility is readily available when
video lectures are created.

In this paper, the text from visual and speech modalities1

1Throughout the paper we will use visual words to refer to
the words obtained from slides and spoken words to refer to
the words obtain from the speech-to-text transcript.
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are combined in a dynamic program framework to estimate
the time instants of topic changes in an educational video.
A set of key-phrases indicating the topic of each segment
is extracted to create the table of content. The main novel
contributions of this paper:

1. Visual saliency of words (Section 3): Our first major
contribution is to define and quantify saliency of words
present on slides and use these saliency scores to improve
topic partition. We establish that the identity of the
words and the manner in which the words are rendered
on the slides provide significant cues regarding the words’
significance in topic change. For example, a word in bold
and located towards the top left of the slide contributes
more in the topic partition than a word located at the
bottom right corner of a slide. To capture these visual
characteristics, we propose seven novel mid-level features
for the words present in educational videos. These fea-
tures are called underlineness, boldness, size, capitaliza-
tion, isolation, padding, and location. These features are
combined using a weight vector to create a saliency score
for every word in the video. The optimal weight vec-
tor is learnt using a novel formulation of the Rank-SVM
algorithm [5] on human-annotated salient words.

2. Multimodal words and saliency (Section 5): The
Speech-to-text transcript of the lecture is processed to
estimate the saliency of the spoken words. A novel com-
bination of graph-based and unsupervised text process-
ing algorithms in conjunction with the visual saliency is
proposed to generate a ranked list of multimodal salient
words. These words along with their saliency scores are
used to estimate the topic segmentation.

3. Dynamic program formulation (Section 6.2 and
6.3):
The topic segmentation problem is formulated as a dy-
namic program. The cost function in the dynamic pro-
gram is defined in such a way that it simultaneously min-
imizes saliency-based metric of words common to two ad-
jacent segments and maximizes the saliency-based metric
of words unique to either of the two segments.

4. Table of Content creation (Section 7 and 8):
We generate a representative ‘title’ for each topic and
present a video navigation interface that allows the end
user to efficiently navigate through the video. Automatic
assessment and user studies are presented to demonstrate
the superiority of the proposed technique.

The proposed multimodal table of content (referred as
MMToC from now on) generation method is compared with
different LDA [4] based video segmentation approaches. We
show that MMToC significantly outperforms the baselines.
For example, using the videos from NPTEL [1], we obtain
an improvement of F-score by 0.19 (relative improvement is
37%). We also demonstrate the effectiveness of MMToC on
real-life user studies. A user takes 45 seconds on an average
to find the topic segments in hour long videos using MM-
ToC, whereas for the same task the time taken using the
standard scrubbing + baseline transcript (used in several
leading MOOC platforms) is about 90 seconds.

2. RELATED WORK
We outline previous research in the following three broad

categories.

• Text segmentation: Several supervised and unsuper-
vised algorithms have been presented to partition writ-
ten text into multiple topic segments. The TextTiling
approach [13] detects topic changes by comparing adja-
cent blocks of fixed size of text and estimating intro-
duction of new vocabulary and between-block similarity
of words. In [30], authors propose an approach based
on TextTiling and LDA [4]. This approach however re-
quires a trained LDA model on a large corpus from simi-
lar domain. Authors in [8] propose a hierarchical Bayesian
model for unsupervised topic segmentation. This model
integrates a point-wise boundary sampling algorithm used
in Bayesian segmentation into a structured topic model
that can capture the hierarchical topic structure in the
documents. Authors in [26] focus on documents with rel-
atively small segment sizes and for which within-segment
sentences have relatively few words. Query expansion
techniques are used to find common features for robust
topic segmentation. In [6] the relative ranking of simi-
larity measures across sentences, rather than their actual
values, is used to segment short written text. [3] presents
a supervised approach where an exponential model is in-
crementally built to extract features that are correlated
to the text boundaries in the labelled text. [29] treats
the process of creating documents as an instance of the
noisy channel model and the topic segmentation task as a
labeling task.
• Speech segmentation: Authors in [9] present a domain-

independent topic segmentation algorithm for multi-party
speech. The text is processed to analyze the content while
the acoustic signal is processed to analyze the form. These
streams are combined using automatically induced deci-
sion rules. In [18], the spoken lecture segmentation prob-
lem is modeled as a multi-way normalized cut problem
and a dynamic program is used to get the final segmenta-
tion. The cost formulation part of MMToC is motivated
by this work. However the cost in [18] computes the nor-
malized cut of each segment with the rest of the spoken
lecture whereas our cost only compares adjacent segments
for salient common and novel words. In [20], the authors
use word co-occurrence statistics to evaluate coherence be-
tween pairs of adjacent windows over the speech or text
stream and find out the segment boundaries at extrema
in the similarity signal.
• Vision-based segmentation: Authors in [24] proposed

a method for high level segmentation of topics in an in-
structional video using the variation in the content den-
sity function. The key contributing factors which manip-
ulate the content density function are shot length, motion
and sound energy. This work is extended in [25], where a
thematic function is introduced to capture the frequency
of appearance of the narrator, frequency of the superim-
posed text and narrator’s voice over. The thematic func-
tion is used along with the content density function in a
two tiered hierarchical algorithm for segmenting the top-
ics. The authors in [23] propose a two-level hidden markov
model (HMM) based approach for topic change detection.
All of these approaches were developed mainly for videos
used in industries to train people and to convey instruc-
tions and practices, e.g., fire safety video. However OER
videos, where the teacher goes over the content of slides,
are very different from these kinds of videos. More impor-
tantly, none of these methods capture the actual content
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Figure 1: Pipeline of the proposed method MMToC. MMToC takes the video frames and the speech-to-text transcript from
an educational video as inputs and automatically creates a table of content.

or their characteristics like saliency to model the topic
partition. Authors in [2] proposed a novel method for
creating a searchable text index which allows users to lo-
cate materials within lecture videos. The index is created
from words on the presentation slides appearing in the
video along with any associated metadata when available.
However this method does not partition a video into seg-
ments corresponding to the topics discussed in the video.

Our work addresses the problem of topic segmentation in
educational videos by defining and quantifying word salien-
cies across the visual and the spoken content, combining
these saliency scores in a dynamic programming formula-
tion to estimate the topic boundaries and presents a user
interface for easy navigation through the videos.

Figure 1 shows the main building blocks of the proposed
MMToC method. The method takes a set of uniformly sam-
pled video frames and the speech transcript of the educa-
tional video as inputs and generates a list of topics along
with their beginning times and title keyphrases. Sections
3.2 and 3.3 describe how the visual saliency is quantified.
The estimation of initial set of likely topic partition points
is described in 3.4. Section 4 describes the computation
of saliency of the spoken words. The novel mechanism to
combine the saliency of these two modalities is described in
section 5. The cost function for topic segmentation and the
dynamic programming formulation is described in section 6.
Section 7 explains how the title keyphrases for each of the
topic segments are generated. Finally, section 8 compares
the performance of the proposed MMToC method with other
state of the art techniques.

3. VISUAL SALIENCY
In this section we describe how the visual saliency features

are computed and combined to obtain a saliency score.

3.1 Word Recognition and Text Post-processing
Recognizing text from images [33] is an extremely hard

problem and continues to be an active area of computer vi-
sion research. Word recognition usually involves two steps,
first, localization of text in the frame, and then identification
of the text in the localized regions. In our proposed method,
we use the algorithm proposed by Neumann et al [21] for
localizing text in frames and the open source OCR engine
Tesseract to recognize the words in the localized regions.
Non-slide frames which do not have any detected text re-

gions are ignored from any further visual processing. The
recognized words and their corresponding locations serve
as the input to the next part of MMToC, where the vi-
sual saliency features are extracted. Stop words (‘and’, ‘it’,
‘the’,. . . ) are removed and the rest of the words are stemmed
[27] (e.g., ‘played’, ‘playing’, ‘player’ become ‘play’).

3.2 Saliency Feature Computation
Location, font size and other visual effects are routinely

used to highlight the significant words in a slide. We quan-
tify this significance into word-saliency-score which contains
two steps: feature computation and feature combination.
First, several mid-level visual features are computed for all
the words present on a slide and then they are combined
using a weight vector learned from rank-SVM [5]. For com-
puting the visual features, OCR outputs, i.e., the recog-
nized words and their locations (bounding boxes) are used.
Based upon the analysis of several educational videos (dif-
ferent from the ones used in the final evaluation) taken from
NPTEL and edX, we formulated several visual features such
as location, boldness, underlineness, capitalization, isola-
tion, padding and size, that are indicative of visual saliency.
In this section, we provide a way to quantize them and in the
next section, a formal framework is proposed that combines
them to predict the overall visual saliency of a word. The
visual feature extraction procedure for each of the words is
described below:

• Location feature (u1): This feature captures the loca-
tion information of a word in a slide. Generally, words
which are located towards the top and left of a page are
more important than the words located at the bottom and
right corner of a page. We use two one dimensional Gaus-

sian distributions (f(x, µ, σ) = 1

σ
√
2π
e

−(x−µ)2

2σ2 ) to com-

pute this feature. The mean of the first Gaussian distri-
bution is set to be the left most point of an image (giving
maximum score to left-most words) and the mean of the
second Gaussian distribution is set to be the top most
point of an image (giving maximum score to the top most
words). For each word, top-left corner (X-Y coordinate) of
its bounding box is chosen as the variables in the Gaus-
sian distributions. The location feature is given by the
product of the scores obtained from the two Gaussian dis-
tributions.
• Boldness feature (u2): The number of foreground pix-

els (i.e., the pixels which are part of the written text) nor-
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malized with the number of characters present in a word
is used to obtain the boldness feature. Thus, the boldness
feature captures the average number of pixels occupied
per character in a word.
• Underlineness feature (u3): In this work, we use Hough

Transform [32] of an image to detect horizontal or near-
horizontal line segments present in that image. We also
ignore all the horizontal line segments which are too close
to the margin. Then, all the words which are immediately
above the remaining horizontal/near-horizontal line seg-
ments are assigned a non-zero score for the underlineness
feature. The underlineness feature for a word is binary
denoting whether the word is underlined or not.
• Capitalization feature (u4): If all the characters of a

word are in upper case, then a word is assigned a non-
zero score for the capitalization feature. This feature is
also binary.
• Isolation feature (u5): The isolation feature represents

how isolated a word is in the slide. The hypothesis is that
fewer the number of words in a slide, the more important
the words present in it and similarly, the fewer the number
of words in a line of a slide, more important the words in
that line. For example, often in title slides, only a title
word or a phrase is present in the center of the slide. And,
the title word instances are more important than their
corresponding instances elsewhere. Suppose, a word w is
present in line l of a slide, then the isolation feature for
word w is computed as follows -

u5(w) =
1

No. of lines in the slide×No. of words in line l
• Padding feature (u6): Past studies [16] have shown that

line-spacing has a direct impact on readability and mem-
orization of content. Also in educational videos teachers
tend to keep some empty space while ending a concept and
beginning a new concept in the same slide. We introduce a
novel feature called padding to capture that information.
For a word, padding feature is computed as the amount of
empty space available below and above the line in which
the word is present. Free space above is computed as
number of pixels present between the current line and the
previous line. Similarly, free space below is computed as
the number of pixels present between the considered line
and the next line. The sum is then normalized by the
height of the image (slide) and the average line gap in the
slide.
• Size feature (u7): This feature captures the size of word

in the slide. We denote the size of a word (size feature) as
the height of the smallest character present in that word.

We normalize each of the visual features using 0-1 nor-
malization across the entire video. The weighted sum of the
normalized scores represents the overall saliency of the words
in the frame. The weights are obtained using Rank-SVM [5],
which we describe in the next subsection.

3.3 Learning to Rank Using Rank-SVM
In this subsection, we learn the relative importance of the

visual features to predict the overall saliency of words. The
weights determine the relative contribution of each visual
feature to the overall saliency. The weights were learnt by
collecting a training dataset from 10 users over 5 videos.
10 slides were randomly selected from each video (hence,
total of 50 slides) to collect the training set. Each slide
has been shown to 3 users and thus, a single user provides

data for 15 unique slides. For each slide, the user was asked
the following question - ‘What are the salient words present
in the slide that describe the overall content of the slide? ’.
Generally, the number of selected salient words per slide
vary between 2− 12 depending upon the user and the slide.
To overcome inter-user subjectivity, a word is accepted as
salient only if it is marked as salient by at least 2 users.
Since in each slide users considered the selected words more
salient than the words which were not selected, we consider
them as pairwise preferences. These pairwise preferences
can naturally be used in a Rank-SVM framework to learn
the corresponding feature weights. We found that combining
the visual features with equal weights often do not match the
human provided ordering of salient words in a slide. Hence
gathering training data from humans and using that in a
discriminative learning framework to find the weights was
required to accurately determine the saliency scores of words
in a slide.

Let u = [u1u2 . . . u7] denotes the visual saliency feature
vector and w = [w1w2 . . . w7] denotes the weight vector to
be learnt for a particular word. Also, let D denotes the set of
words and Ds (subscript ‘s’ is used to imply salient) denotes
the set of salient words present in a slide S. Consider two
words i and j such that i ∈ Ds and j ∈ D − {Ds} and their
visual features are ui and uj respectively. Then the weights
learnt should satisfy the saliency ordering constraints (pair-
wise preferences by users): wTui > wTuj , ∀i, j. For each
slide S, we will have |Ds| × |D−{Ds}| number of constraints.
Our goal is to learn a saliency ranking function r(u) = wTu
such that the maximum number of the following pairwise
constraints are satisfied:

wTui > wTuj , ∀(i, j) ∈ (Ds,D − {Ds}),∀S (1)

While the above optimization problem is a NP-hard prob-
lem, it can be solved approximately by introducing negative
slack variables similar to SVM classification. This leads to
the following optimization problem:

min (
1

2
||wT ||22 + C

∑
ξ2ij) (2)

s.t. wTui > wTuj + 1− ξij ; ∀(i, j) ∈ (Ds,D − {Ds}),∀S
ξij ≥ 0

The above formulation is very similar to the SVM classifi-
cation problem but on pairwise difference vectors, where C
is the trade-off between maximizing the margin and satis-
fying the pairwise relative saliency constraints. The primal
form of above optimization problem is solved using New-
ton’s method [5, 22]. It should be noted that the above
optimization problem learns a function that explicitly en-
forces a desired ordering on the saliency of words provided
as training data. Now for any new word with feature vector
u, the saliency score can be obtained by computing the dot
product of u with w (i.e., wTu).

Some example frames from different videos with the de-
tected words and their corresponding saliency scores are
shown in Figure 2. Note that the words ‘Torsional’ and
‘Waves’ are part of the title of the slide in Figure 2a and
are visually more salient. Hence, they have received higher
scores. Similarly, in Figure 2b, the word ‘Concepts’ has re-
ceived the highest saliency score. When we set equal weights
for all the features, sometimes the computed saliency scores
are counter-intuitive, e.g.: in 2b, the word ‘Manipulative’ is
found to be more salient than ‘inputs’ because of the wide
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(a) Example frame 1 (b) Example frame 2

Figure 2: Figure showing the visual saliency scores of words on a few slides sampled from NPTEL educational videos. Note that
the words which are visually more salient based on boldness, underlineness, size, location, isolation, padding and capitalization
have received higher scores.

space above the word ‘Manipulative’. Using Rank-SVM, we
can get rid of such inconsistencies. For further details on
visual saliency extraction refer to [10].

3.4 Unique Frame Extraction
Unique frames are identified from uniformly sampled frames

of a video based on a criterion defined using (a) pixel differ-
ence, and (b) the proportion of words matched. Each frame
is compared with all the previous frames of the video and is
marked as duplicate if the pixel difference threshold between
the current frame and any of the previous frames is less than
γ or, more importantly, if the proportion of word overlap in
the two frames is greater than a threshold ρ. The duplicate
frames are dropped from any further processing. Once we
find the final set of unique slides, we note the time instances
T visu = {tvisu1

, tvisu2
, . . . , tvisuM } when each of the unique slide

appears for the first time, where tvisum is the time instant
when the m-th slide begins and there are total M slides.
We observe that the beginning of a new topic is typically in
the vicinity of these time instances (T visu ). We empirically
find that this restriction improves the run time as well as
the segmentation accuracy of the MMToC method. This is
explained in more detail in section 6.1.

4. SPOKEN WORD SALIENCY
This section describes the estimation of the salient spoken

words and the computation of their corresponding saliency
scores.

4.1 Candidate Salient Word Selection
The discourse in a video lecture is different from that in a

text document in multiple obvious dimensions: the sentence
structure is more disfluent, there is more repetition and a
lesser degree of formalism. We make a further interesting
observation based on our analysis of several video lectures:
The instructors rely on the availability of the visual channel
and thus make plenty of visual coreferences while teaching
(i.e., referring to terms/equations as ‘this’, ‘it’ and so on).
Encouraged by this observation, we compared the propor-
tion of coreferencing in a random subset of six videos from
three courses with that in corresponding six sections in the
textbooks of those courses. The per-word coreferencing in
video lectures is 0.78 whereas for written textbooks it is 0.55.
The Stanford CoreNLP [28] implementation of the corefer-

ence resolution system was used in our work. Note that this
coreference resolution method is optimized for a text-only
coreference scenario and misses out on several visual coref-
erences. The coreferred pronouns are then expanded to their
corresponding noun form.

In the next step, the standard stop words (typical func-
tion words such as ‘a’, ‘an’, ‘the’, ‘of’ ) are removed. In the
Term Frequency - Inverse Document Frequency (TF-IDF)
parlance, these are the words that may have high term fre-
quency in a given document but also occur in almost every
document thus reducing their inverse document frequency
count (i.e., specificity). As a result, they are not discrimi-
native about the document. Formally, TF-IDF of a term t
in a document d in a corpus of documents D is defined as
follows:

TF (t, d) = (frequency of t in d)/(total terms in d)

IDF (t,D) = log
|D|

|{d ∈ D : t ∈ d}|
TF − IDF (t, d,D) = TF (t, d) ∗ IDF (t,D)

We extend this TF-IDF computation to the document-dependent
stop words defined in [14] but estimate them in a way that is
consistent with the TF-IDF formulation: The lecture tran-
script is split into chunks of one minute each. Each chunk
is treated as a separate document and words with low IDF
are identified as document-dependent stop words. For ex-
ample in a video lecture on algorithms the words ‘algorithm’
and ‘complexity’ are found to be the document dependent
stop words. These document-dependent stop words are also
removed from further processing. To reduce the dimension-
ality, the Part of Speech (PoS) tag of the rest of the words
is identified (using [31]) and only the nouns and adjectives
are considered for further processing. Finally, these words
are stemmed using the Porter stemmer [27]. The resultant
words are referred to as the content words. The steps out-
lined above reduce the computational complexity without
affecting the topic segmentation accuracy.

4.2 Text Saliency Computation
To quantify the relative saliency of the content words, we

build on the graph-based ranking model, TextRank, pro-
posed in [19]: Assume G = (V,E) is a weighted graph with
the set of vertices V and set of edges E. The weight of the
edge connecting Vi and Vj is denoted as Eij . For a given
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Figure 3: Visualization of different time instants used in our cost formulation. (a) Times instants when the new sentences
begin. (b) Time instants when unique slides begin. (c) Unique slide times mapped to the nearest sentence beginning times.
(d) The optimal video partition points (subset of the matched slide times). (e) The variable t which is used in the DP.

vertex Vi if I(Vi) is the set of vertices that point to it and
O(Vi) is the set of vertices that Vi points to, then the score
of the vertex Vi is defined as:

S(Vi) = (1− d) + d
∑

Vj∈I(Vi)

Eji∑
Vk∈O(Vj)

Ejk
S(Vj)

where d is the damping factor which signifies the probability
of jumping from one vertex to another.

Each vertex Vi is a content word wi and Eij is defined as
the proportion of the times wi and wj co-occured within a
window of ±l words (l = 5 experimentally). The graph is
an undirected graph and thus I(Vi) = O(Vi). Also note that
this vertex scoring is an iterative mechanism. We start with
a uniform score of one for all the vertices and stop when the
difference between the scores computed at two successive it-
erations is below a threshold. Words (i.e., vertices) with a
score greater than one are chosen as the salient spoken words
and the corresponding vertex score is the saliency score. In-
tuitively, higher vertex score implies the corresponding word
co-occurs in a broader context and is thus more relevant for
the discourse.

5. MULTIMODAL WORDS
Typically, far fewer words are displayed prominently on

slides than are spoken. Thus, the list of visual salient words
is a good ‘seed set’ of words to identify topic changes. But
at the same time, a given visual word or phrase may be re-
ferred to differently in the spoken discourse (e.g., “support
vector machines” vs. “SVM”) and thus restricting the topic
analysis to only visual words can be limiting. The other ex-
treme of using all the spoken words for topic analysis can
introduce unwanted noise. To strike a balance between the
two modalities of salient words, we use a local context anal-
ysis based method ([34, 11]) to identify the synonyms of the
visual words in the spoken content.

The method works as follows: Each visual word (wv) is
represented by a vector of context words Cwv . The entry for
a context word wc in this vector is the number of times wc
was spoken in the context of wv, i.e., spoken in a ±l word
window centred around wv, normalized by the frequency
of wc in the entire video. Similar context vectors are also
formed for all the words in the spoken content. Cosine sim-
ilarity between the context vector of the given visual word
and each spoken word (ws) is computed (S(Cwv , Cws)). The
spoken content words are ranked based on their cosine sim-
ilarity with the given visual word and top N (=5) words
are chosen as the synonym candidates to expand the visual
word. For example, corresponding to the word ‘method’ in a
slide, we get ‘system’, ‘technique’,‘approach’,‘algorithm’ and
‘process’ as the synonyms in the spoken content. The new

saliency score for the visual word and each of its synonyms
is the average of the saliency scores of the visual word and
that of all the synonyms in the spoken content. These vi-
sual words along with their synonyms and the new saliency
scores are used in the cost formulation in the next section.
While comparing two video segments the synonymous re-
lationship is considered, i.e., if ‘method’ is present in one
segment and ‘approach’ is present in another segment, we
take their similarity into account.

6. COST AND DYNAMIC PROGRAM
Given an educational video our objective is to partition

it into several segments such that each segment discusses
about a single coherent topic.

6.1 Initial candidates for topic boundaries
Visual events such as change of slides or panning from the

lecturer’s face to the slide view are not necessarily synchro-
nized with the spoken events such as the beginning of a new
sentence. Thus the potential time instances as candidates
for a multimodal topic partition can be infinitely many. In
MMToC we narrow down this initial list to a few instances
and restrict the final topic boundaries to be among these in-
stances as follows: The first assumption is that a new topic
begins at the beginning of a new sentence. Indeed, human
annotators and end users are highly likely to mark the be-
ginning of a topic at the beginning of a new sentence rather
than in the middle of a sentence. The second reasonable as-
sumption is that the duration of individual sentences is, on
an average, much smaller than the duration of display of in-
dividual slides. Figure 3(a) shows the time instances when
different sentences begin: T = {t1, t2, . . . , tN} ∈ [tS , tE ],
where tS and tE are start time and end time of a video and
tn is the start time of the n-th spoken sentence. The search
space of the final segmentation points is restricted to be from
T .

The time instances when the unique slides are displayed
for the first time are computed in Section 3.4. These time
instances T visu = {tvisu1

, tvisu2
, . . . , tvisuM } are shown in Figure

3(b). They are are matched to the closest times in T to avoid
any audio-visual confusion such as beginning to play a video
segment from the middle of a sentence. Let us assume that
these matched time instances are T vis = {tvis1 , tvis2 , . . . , tvisM } ∈
T , (see Figure 3(c)). As discussed in Section 3.4, the search
space of the topic partition points is further restricted to be
from T vis.

6.2 Cost function formulation
Our objective is to find out K (where K is also unknown)

partition points in the video such that each segment in the
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video represents one of the topics discussed. The proposed
method tries to optimize an objective function that mini-
mizes a metric based on the salient words which are common
between the two adjacent segments, and maximizes a metric
based on the salient words which are unique to either of the
two segments. We find the set of optimal partition points
T opt = {tm1 , tm2 , · · · , tmK}, where tmk ∈ T

vis ∀k (see Fig-

ure 3(d)), by optimizing the below cost function in equation
3. We define an indicator function 1(wp ∈ A), which is 1
if wp belongs to the set A and zero, otherwise. Note that
Smk−1,mk denotes the video segment andWmk−1,mk denotes
the words present between the time instants tmk−1 and tmk .
Also note that sp denotes the saliency score of the p-word
present in Wmk−1,mk .

Cost Function:
T opt = argmin

T vis

K∑
k=1

(α · C(Smk−1,mk , Smk,mk+1)− (1− α) ·D(Smk−1,mk , Smk,mk+1)) (3)

Where,

C(Smk−1,mk , Smk,mk+1) =

∑
wp

sp · 1(wp ∈ Wmk−1,mk ∩Wmk,mk+1)∑
wp

sp · 1(wp ∈ Wmk−1,mk )
+

∑
wp

sp · 1(wp ∈ Wmk−1,mk ∩Wmk,mk+1)∑
wp

sp · 1(wp ∈ Wmk,mk+1)
(4)

D(Smk−1,mk
, Smk,mk+1) =

∑
wp

sp · 1(wp ∈ Wmk−1,mk \Wmk,mk+1)∑
wp

sp · 1(wp ∈ Wmk−1,mk )
+

∑
wp

sp · 1(wp ∈ Wmk,mk+1 \Wmk−1,mk )∑
wp

sp · 1(wp ∈ Wmk,mk+1)
(5)

Dynamic Program:

Cost(t) = min
u∈[tmin,tmax]

[Cost(t− u) + (α · C(SSeg(t−u),t−u, St−u,t)− (1− α) ·D(SSeg(t−u),t−u, St−u,t))] (6)

Seg(t) = argmin
u∈[tmin,tmax]

[Cost(t− u) + (α · C(SSeg(t−u),t−u, St−u,t)− (1− α) ·D(SSeg(t−u),t−u, St−u,t))] (7)

• C(Smk−1,mk , Smk,mk+1) (equation 4) captures the com-
monality of salient words between two segments. The
first factor denotes the sum of saliency scores (computed
for Smk−1,mk ) of the words which are common between
Smk−1,mk and Smk,mk+1 normalized by the total saliency
of all the words present in Smk−1,mk . The second factor
denotes the sum of saliency scores (computed for Smk,mk+1)
of the words which are common between Smk−1,mk and
Smk,mk+1 normalized by the total saliency of all the words
present in Smk,mk+1 .
• D(Smk−1,mk

, Smk,mk+1) (equation 5) captures the differ-
ence in the salient words in the two segments. The first
factor denotes the sum of saliency scores (computed for
Smk−1,mk ) of the words which are present in Smk−1,mk

but not in Smk,mk+1 and normalized by the total saliency
of all the words present in Smk−1,mk . The second factor
is also defined in a similar way for Smk,mk+1 .
• α is a parameter which decides how much relative weight

should be given to each of the factors in our optimization
problem.

6.3 Dynamic Program for Optimization
We now optimize the cost function in equation 3 to ob-

tain the topic based partition points in a video. Since the
segmentation of a video into topics preserves linearity, i.e.,
all of the time instants between the first and the last time
instants of a particular segment must belong to the same
topic, we can optimize the cost function in equation 3 using
DP described below. Let us assume that Cost(t) (see t in
Figure 3(e)) denotes the cost of the optimal segmentation of
the video till the t-th time instant and shown in equation 6.
Seg(t) stores the last partition point of the optimal segmen-
tation till the t-th time instant and is also used to backtrack
the optimal set of partition points (shown in equation 7).

• tmin and tmax (t in Figure 3(e)) denote the minimum and

maximum possible number of time instants considered for
a topic respectively.
• The number of final partition points K varies in the range:
|T |
tmax

− 1 ≤ K ≤ |T |
tmin

− 1, where |T | denotes the number

of elements in T .
• Initialization: Cost(t) =∞, t ∈ T , Seg(t) = 1, t ∈ T .
• We restrict the final solution T opt to be from the subset
T vis by assigning a very high value to Cost(t), ∀t ∈ T \
T vis.
• Complexity: the complexity of the proposed dynamic pro-

gram approach is O((tmax − tmin)|T vis|), i.e.,
O(tmax|T vis|).

Once the video is partitioned using the dynamic program,
each segment represents one coherent topic. The next step
is to label these partitions.

7. TABLE OF CONTENT CREATION
Given the topic segments, the next step is to automatically

assign a representative name to each of the topics. The
following steps summarize this process:

All the visually salient keywords in the given segment are
identified. The spoken saliency score for these keywords,
if any, is added to the visual saliency score. The keyword
list is ranked based on this combined saliency score and the
five most salient words are retained. The text transcript is
then analysed to identify the salient words that are most
co-occurring (within a window of ±3 words). Up to three
most common phrases of these salient words are chosen as
the representative name for the topic.

The perfect algorithm for table of content creation should
select only one keyphrase for each segment. However, in real
life, the best phrase selected by the algorithm may not be
fully indicative of the actual topic of that segment. Thus, we
choose multiple top key-phrases for each segment in the hope

627



that the combination reflects the true topic in that segment.
This also creates a more meaningful and complete table of
content for the educational video. Some example keyphrases
generated by MMToC are highlighted in the table of content
in Figure 5.

8. EXPERIMENTAL RESULTS
In this section we describe the experimental results and

the user study.

8.1 Datasets
We perform experiments on two different datasets. The

ground truth annotation of partition points in each video is
obtained from two annotators who are experts in the con-
cepts discussed in that video. The annotators were asked
to go through each video carefully to annotate the topic
segmentation points and on average it took 1.5 hours to an-
notate an hour long video. Only the partition points that
are selected by both the annotators are chosen to be part of
the final ground truth partition points.

1. NPTEL dataset: NPTEL [1] records video lectures
from tier-1 colleges in India and makes them freely avail-
able on their website for other institutions where recruit-
ing and retaining high quality teachers may not be possi-
ble due to the lack of infrastructure. The NPTEL repos-
itory has a large number of educational videos available.
We choose a random subset of 14 educational videos from
this repository to perform our experiments. Obtaining
annotation for each video is a time intensive process and
identifying annotators with the required expertise in the
subject of the video is also a challenging task. These two
factors dictate the dataset used for evaluation. The du-
ration of each of these videos is around 1 − 1.5 hours.
NPTEL videos are recorded under a diverse set of con-
ditions: Slide orientations and style, camera angle, am-
bience light, video resolution, and lecturer positioning in
the slides vary significantly across the NPTEL videos,
e.g., on few occasions the lecturer occupies bottom right
part of the slide and sometimes full frame. In few of
the videos, the lecturer uses printed text instead of using
slides. All these scenarios make the video partitioning a
challenging task.

2. Youtube dataset: We also perform experiments on
nine randomly chosen lecture videos downloaded from
Youtube. Six of these were 20-30 minute long Cours-
era video lectures. The other three videos were 1 − 1.25
hours long.

The NPTEL and the three longer youtube videos have
16 ground truth partition points on average, whereas the
remaining six shorter youtube videos have 5 ground truth
partition points on average.

System Parameters: We have used several parameters
while developing the components of MMToC. Now we de-
scribe them. These parameters are chosen using a validation
set of 6 videos (different from the NPTEL and youtube video
dataset described earlier) and usually remain the same for
all test videos. The variance of two Gaussian distributions
used to compute the location features are chosen as 0.25
times the width of an image and 0.16 times the height of
an image respectively (Section 3.2). The parameters γ and
ρ for unique slide detection are chosen as 0.98 and 0.9 re-
spectively (Section 3.4). tmin and tmax are set to be 5 and

100 time instants (in T ) respectively in our DP formulation
(Section 6.3). In Section 6.2, we have used a parameter α
that defines the relative weight of the two terms in our cost
function in equation 3. We find that using α = 0.25 and
α = 0.65, we get top two highest F-measures (0.69 & 0.68)
on the validation set (the third highest is 0.54). While run-
ning MMToC on our test videos we try both α = 0.25 and
α = 0.65 and report the better F-score. Automatically de-
termining which one of these two α values to use for a new
test video could be an interesting future work.

8.2 Baseline methods
The performance of the proposed MMToC method is com-

pared with different state-of-the-art methods described be-
low:

1. LDA [4]: Latent Dirichlet Allocation (LDA) is a gen-
erative model that explains the set of observations using
hidden topics. In LDA, each document is considered as
a mixture of topics. In our work, we consider each seg-
ment between two unique slides as a different document.
Union of the visual and spoken words in each segment
is considered as the vocabulary in the LDA approach.
Each segment is assigned a topic by maximizing over the
topic likelihoods obtained from LDA. Time instances of
segments where the topic changes are the final topic seg-
mentation points.

2. LDA + proposed saliency: In this approach instead of
using the union of words in the visual and spoken domain,
we use the set of multimodal words and their correspond-
ing saliency scores produced by MMToC as described in
section 5. The saliency scores are used as weights of the
words in LDA.

3. MMToC with only visual: The proposed dynamic
program formulation (Section 6.3) is used with only the
visual words and their corresponding visual saliency scores
(Section 3).

4. MMToC with only speech: The proposed dynamic
program formulation (Section 6.3) is used with only the
spoken words and their corresponding saliency in the spo-
ken domain (Section 4).

5. MMToC: This is the proposed multimodal method.

8.3 Evaluation Criterion
If a time instant obtained by MMToC is within ±10 sec-

onds of a ground truth partition point, we consider that
MMToC has successfully retrieved that partition point. We
evaluate the proposed method by computing the F-score of
the set of partition points obtained using MMToC with re-
spect to the ground truth. F-score is computed as the har-
monic mean of precision and recall. Recall measures how
well the system can retrieve the true ground truth partition
points, and high precision ensures that it does not over-
predict the true topic partitions. F-Score is 1 in the ideal
case, i.e., when the algorithm is perfect and both precision
and recall are 1.

8.4 Discussion
The visual features extracted in Section 3.2 are combined

using the weight vector obtained in Section 3.3. The weights
learned are 1.1250 (boldness), 1.0015 (location), 0.6605 (un-
derlineness), 0.6050 (size), 0.4612 (capitalization), 0.2291
(isolation), 0.0232 (padding). We observe that boldness and
location features have higher weights compared to the other
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(a) NPTEL dataset (b) Youtube video dataset

Figure 4: Comparison of the proposed approach with LDA [4] and LDA + proposed saliency on 14 NPTEL and 9 youtube
videos. The number of ground truth topics in each video are shown along the x-axis. Average results on MMToC with only
visual and only speech are provided in Table 1 to avoid clutter in this Figure.

Table 1: Average F-score on all the videos for NPTEL and youtube dataset.

F-score LDA [4] LDA + proposed saliency MMToC with only visual MMToC with only speech MMToC
NPTEL dataset 0.48 0.52 0.68 0.55 0.71
Youtube dataset 0.55 0.57 0.77 0.59 0.81

Figure 5: Screen-shot of the user interface for displaying the
table of content. Along with the generated table of content
the interface also displays the corresponding slides, such that
users can look into the figures, equations and hand-written
content which are not included in the table of content.

weights indicating that these two features are perhaps more
important in determining the overall visual saliency.
The results on NPTEL and youtube datasets are provided
in Figure 4 and Table 1. The proposed method MMToC
significantly outperforms the state-of-the-art topic analysis
methods LDA and LDA+proposed saliency. For the NPTEL
dataset the proposed method is better than LDA+proposed
saliency by an F-score of 0.19 (relative improvement is 37%,
t(14) = 3.88 and p = 0.0004). Similarly for the youtube
dataset MMToC is better than LDA+proposed saliency by
an F-score of 0.24 (relative improvement is 42%, t(9) = 3.76
and p = 0.001). We also observe that using only the vi-
sual words and their corresponding saliency, we outperform
LDA+proposed saliency. The improvement in F-score and
the t-test results clearly indicate that MMToC is statistically
better than previous topic segmentation methods.

8.5 User Study
Although quantitatively our method is superior to other

state-of-the-art approaches, we further evaluated how good
MMToC is for non-linear navigation with real users. We
create a user interface (UI) such that users can easily navi-
gate through a video using MMToC. A screen-shot of the UI
is displayed in Figure 5. There are two major components
of the UI other than the actual video. First, the table of
content generated by MMToC is displayed at the left of the

video. Second, the beginning slides corresponding to each
segment in the table of content are displayed below such that
users can also scroll through them to find a topic. The slides
were included in the UI to provide users the visual informa-
tion such as figures, equations or text written in hand, which
cannot be captured in the table of content. These compo-
nents are hyperlinked to their corresponding time instances
in the video for ease of navigation.

We conducted a preliminary user study consisting of 18
participants and 3 videos where we compared the MMToC
with several baseline interfaces: (a) transcript+youtube style
rendering based interface (similar to the EdX interface) where
the text is hyperlinked with the corresponding location in
the video where it is spoken, (b) all the unique slides were
shown to the users without the Table of Content and (c)
only ToC list was shown and the beginning slides were not
shown. All the 18 participants (ten male and eight female)
had engineering degrees, exposure to MOOC videos and had
not seen any of these videos earlier. The three videos used
were of 60, 55 and 56 minutes long. Each participant was
presented two videos with two different interfaces (out of the
fours UIs we considered). Thus each video+interface com-
bination was evaluated by three different users. For each
video, each user was asked the question ‘Where in the video
does the teacher start talking about topic X?’ : Five times
with five different ‘X’. The users were allowed to go back
and forth in the video multiple times to identify these topic
locations. These 5 topics (‘X’ ) were randomly chosen from
the ground truth topics given by the human experts (Section
8.1). We measured the total time taken by the participant to
answer all the questions along with the number of questions
which were correctly answered. We considered an answer
to be correct if it is within a window of ±10 seconds of the
corresponding ground truth topic start point.

We found that the average time taken by the participants
to find a topic in a video was 45± 14.62 seconds using MM-
ToC, 90 ± 36.47 seconds using the interface (a), 68 ± 27.54
seconds using the interface (b) and 54± 24.12 seconds using
the interface (c). The proposed interface shows statistically
significant time saving compared to the baseline interface (a)
(t(9) = −3.41 and p = 0.003). The percentage of correctly
answered questions were 79% and 69% respectively using
MMToC interface and the interface (a). That clearly shows
the effectiveness and efficiency of our proposed method.
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9. CONCLUSION
A Multimodal method for table of content creation for

instructional videos (MMToC) is proposed in this paper.
Salient words obtained from slides and speech transcript are
used to formulate a cost function and is optimized using
a dynamic program formulation to get the optimal parti-
tioning of a video into topics. MMToC significantly outper-
forms the LDA based baseline topic partition approaches.
Also a preliminary user study demonstrates the effective-
ness of our method with real users. The proposed MMToC
method along with the keyword based navigation technique
proposed in [35] provide text-book-like navigation capabili-
ties for instructional videos through our e-learning platform
called the TutorSpace Personalized Learning Platform. Fi-
nally, although MMToC is developed for educational videos,
it can be applied to other kinds of videos such as news and
movies for temporal segmentation and creating table of con-
tents.
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